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Einfiihrung

Diese Teststudie wurde konzipiert und durchgefiihrt, um die quantitativen Auswirkungen der
Hardwareauswahl auf die Performance und User Experience von ArcGIS Pro-Bearbeitungs-Workflows
zu untersuchen. Ziel war es, einen Designleitfaden zu entwickeln, der zu einer verbesserten User
Experience fihrt und gleichzeitig die Rendite mit den Kosten fiir Hardware in Einklang bringt. Die
Workflows wurden mit einem Netzwerk-Informationsmanagementsystem getestet, das in der Cloud-
Infrastruktur von Amazon Web Services (AWS) unter Verwendung von AWS EC2-Instanzen gehostet
wurde.

Hinweis:

Mit dieser Teststudie sollen keine bestimmten GréBen oder Typen virtueller Computer empfohlen
werden. Vielmehr zeigt sie, dass ein System durch die Anpassung von Hardwareressourcen und die
Beobachtung der Ergebnisse so abgestimmt werden kann, dass die Mitarbeiter mehr Arbeit erledigen
kénnen, und gleichzeitig die Erfahrung verbessert und die Rendite erhéht wird. Das Hinzufligen
weiterer Hardwareressourcen, ohne die Auswirkungen zu verstehen, fihrt jedoch méglicherweise

nicht zu den erwarteten Ergebnissen und sollte vermieden werden.

Getestete Workflows

Um sicherzustellen, dass die Teststudie valide Ergebnisse liefert, miissen die Workflows reale
Benutzererfahrungen und die tatsachlichen Schritte darstellen, die Benutzer bei der Interaktion mit
dem System ausfiihren. Die in dieser Teststudie verwendeten Bearbeitungs-Workflows stellen einige
der grundlegenden Aktivitaten dar, die fur die Wartung eines bestehenden Gasnetzes erforderlich
sind. Die Inhalte der Workflows wurden in Zusammenarbeit mit erfahrenen Mitarbeitern und unter
Berticksichtigung des Feedbacks von Esri Kunden definiert, um die spezifischen Schritte, deren
Abfolge und die Art der Aktivitaten fir jeden Workflow zu identifizieren. Die folgenden vier wichtigen
Workflows wurden manuell fiir das System unter Last ausgefiihrt, um die User Experience und die

Gesamtperformance zu erfassen:

—_

Erstellen eines neuen Service: Gasversorgung flr einen neuen Kunden

2. Entfernen eines Service: Beenden der Gasversorgung eines Kunden

)

Verlangern einer Hauptleitung: Hinzufligen einer Verteilerleitung zum Netz

4. Austauschen einer Hauptleitung: Andern von Anschlussverbindungen fiir Gasleitungen



Einflihrung

Weitere Informationen zu diesen Workflows finden Sie in der zugehdrigen Systemteststudie, in der
eine bestimmte Systemkonfiguration einer Referenzarchitektur fir ein Netzwerk-

Informationsmanagementsystem bewertet wurde.
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https://architecture.arcgis.com/de/architectures/network-management-gas-sqlserver/tested-workflows.html
https://architecture.arcgis.com/de/architectures/network-management/introduction.html

Auswahl der Hardware

Fur ArcGIS-Systeme, die geschafts- und/oder unternehmenskritisch sind, gelten im Allgemeinen

folgende Anforderungen:

« Minimale Systemausfallzeiten aufgrund erwarteter oder unerwarteter Ereignisse

« Hervorragende Service-Performance ohne erhebliche Verzogerungen, die die Produktivitat der

Endbenutzer beeintrachtigen wiirden

- Eine effiziente, effektive und insgesamt positive End-User-Experience

Es gibt zwar viele Entwurfsiiberlegungen, die zum Erreichen dieser Anforderungen beitragen, aber
diese Teststudie konzentriert sich speziell auf die Auswirkungen von CPUs und GPU-fahiger Client-
Hardware auf die Performance und die User Experience von ArcGIS Pro-Bearbeitungs-Workflows fir

das Informationsmanagement fur Versorgungsnetze.

GPU

Eine GPU (Graphics Processing Unit) ist eine spezialisierte Hardwarekomponente, die die
Verarbeitungseffizienz fir viele rechenintensive Aufgaben verbessern kann. In ArcGIS Pro kann die
Verwendung einer Konfiguration, die nicht GPU-fédhig ist, zu einer CPU-Emulation von GPU-
Funktionen fihren. Das Ergebnis kann eine suboptimale Performance von Workflows sein, die von der

Grafikverarbeitung abhdngen.

Die meisten groBen Cloud-Anbieter bieten tber verschiedene Angebote fir virtuelle Computer (VMs)
Zugriff auf GPUs. Es ist jedoch wichtig, die Kompatibilitdtsmatrix zu Gberprifen, die vom Anbieter der

Virtualisierungssoftware und von Esri bereitgestellt wird.

Erfahren Sie mehr Uber die Auswahl der GPU-Hardware.

CPU

Eine CPU (Central Processing Unit) ist die zentrale Recheneinheit eines Servers. Die Menge und
Qualitat der erforderlichen CPU-Ressourcen hangt von den spezifischen Workloads ab.
Nutzungsmuster, die durch geeignete Methoden zur Telemetrieerfassung und -Uberwachung

gesammelt werden, kdnnen dabei helfen, Engpasse zu identifizieren und zu bestimmen, ob


https://architecture.arcgis.com/de/framework/architecture-practices/introduction.html
https://architecture.arcgis.com/de/framework/architecture-practices/architectural-foundations/deployment-concepts/vdi-and-arcgis-pro.html#gpu-hardware-selection

Auswahl der Hardware

akzeptable Nutzungsschwellenwerte tberschritten werden. Dies kdnnte darauf hindeuten, dass eine

Erhdhung der CPU-Zuweisung erforderlich ist.

Beim Betrieb von ArcGIS in der Cloud (z. B. AWS, Azure und GCP) ist es fiir Hardwareentscheidungen
wichtig, das Verhaltnis von virtueller CPU (vCPU) zu physischer CPU zu verstehen, damit
Systemkomponenten geeignete Ressourcen zugewiesen werden konnen. Es gibt ein Verhaltnis von
2:1 fur vCPU:CPU fur alle Instanzen, die in dieser Teststudie verwendet wurden. Einige

Virtualisierungsoptionen kénnen jedoch andere Verhaltnisse aufweisen, z. B. 1:1.
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Testergebnisse

Es wurden Tests durchgefiihrt, um zu untersuchen, wie sich unterschiedliche Hardwareoptionen auf
die Performance des Bearbeitungs-Workflows und die User Experience auswirken. Desktops wurden

Uberwacht, wahrend Workflows unter Last ausgefiihrt wurden.

Skripttests wurden durchgefiihrt, um die Schritte zu simulieren, die ein Editor beim Ausfihren der
definierten Workflows ausfuihrt. Um aussagekraftige Ergebnisse zu gewinnen, wurde die gesamte
Systemhardware und -konfiguration (mit Ausnahme der zu testenden Desktop-Instanzen) konstant

gehalten.

Nach Abschluss des Tests wurden die Ergebnisse zusammengestellt und analysiert, um die Desktop-
Auslastung und die Effizienz der Endbenutzer mit verschiedenen Hardwarekonfigurationen zu

vergleichen.

Auswirkungen der GPU-Konfiguration auf die Desktop-Bearbeitungs-
Workflows

Die folgenden Client-Konfigurationen wurden verwendet, um die Auswirkungen einer GPU auf die

Performance und die User Experience der Bearbeitungs-Workflows in ArcGIS Pro zu vergleichen:

e Eine Amazon EC2 R5XL-Instanz (keine GPU)

« Eine Amazon EC2 G4DNXL-Instanz (GPU-fahig)

Fir jede Instanzkonfiguration (ohne GPU und mit GPU) gibt es unter jedem Workflow zwei Satze

zusammengefasster Ergebnisse.

Erstellen eines Service
In diesem Workflow wurde dem Netz ein neuer Endpunkt fir die Gasversorgung hinzugeflgt.

1. Ohne GPU
e ArcGIS Pro 3.1 = Amazon EC2 R5XL-Instanz (2 CPUs/4 vCPUs, 32 GB RAM)

« Dauer des Workflows: 9,7 Minuten

»  Durchschnittliche CPU-Auslastung: 48 %



Testergebnisse

» Durchschnittliche Speicherauslastung: 8 GB

Create Service

—— Network —— Memory mm== CPU === Disk
100

Validate(D efault)

Percentage

Network Mbps

2. Mit GPU
* ArcGIS Pro 3.1 — Amazon EC2 GADNXL-Instanz (2 CPUs/4vCPUs, 16 GB RAM, 16 GB GPU)

« Dauer des Workflows: 8,5 Minuten — reduziert um 1,2 Minuten (12 %)
«  Durchschnittliche CPU-Auslastung: 38 % — reduziert um 21 %

*  Durchschnittliche Speicherauslastung: 6,7 GB — reduziert um 16 %

Create Service

—— Network ——— Memory mm== CPU m=== Disk

Curb Val

Create Metal Tap
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Entfernen eines Service
In diesem Workflow wurde ein neuer Endpunkt fiir die Gasversorgung aus dem Netz entfernt.

1. Ohne GPU
e ArcGIS Pro 3.1 = Amazon EC2 R5XL-Instanz (2 CPUs/4 vCPUs, 32 GB RAM)

e Dauer des Workflows: 11,7 Minuten

* Durchschnittliche CPU-Auslastung: 58 %
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Testergebnisse

» Durchschnittliche Speicherauslastung: 8,1 GB

Remove Service (RS run 1)

—— Network —— HMemeory == CPU m Disk
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2. Mit GPU
e ArcGIS Pro 3.1 — Amazon EC2 G4DNXL-Instanz (2 CPUs/4vCPUs, 16 GB RAM, 16 GB GPU)

« Dauer des Workflows: 9,0 Minuten — reduziert um 2,7 Minuten (23 %)
» Durchschnittliche CPU-Auslastung: 45 % — reduziert um 22 %

»  Durchschnittliche Speicherauslastung: 6,8 GB — reduziert um 16 %

Remove Service

—— Network —— Memory m=== CPU === Disk

Percentage
Network Mbps

Verldngern einer Hauptleitung

In diesem Workflow wurde dem Netz eine Verteilerleitung hinzugefiigt.

1. Ohne GPU
e ArcGIS Pro 3.1 = Amazon EC2 R5XL-Instanz (2 CPUs/4 vCPUs, 32 GB RAM)

e Dauer des Workflows: 10,0 Minuten

«  Durchschnittliche CPU-Auslastung: 46 %
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Testergebnisse

» Durchschnittliche Speicherauslastung: 8,1 GB

Extending Main

—— Network —— Memory mm== CPU === Disk

E
:
2

Percentage

2. Mit GPU
* ArcGIS Pro 3.1 — Amazon EC2 GADNXL-Instanz (2 CPUs/4vCPUs, 16 GB RAM, 16 GB GPU)

« Dauer des Workflows: 8,5 Minuten — reduziert um 1,5 Minuten (15 %)
«  Durchschnittliche CPU-Auslastung: 39 % — reduziert um 15 %

»  Durchschnittliche Speicherauslastung: 6,8 GB — reduziert um 16 %

Extending Main

Add transition

Percentage
Network Mbps

Ersetzen einer Hauptleitung

In diesem Workflow wurden Anschlussverbindungen fiir eine Gasleitung gedndert.

1. Ohne GPU
e ArcGIS Pro 3.1 = Amazon EC2 R5XL-Instanz (2 CPUs/4 vCPUs, 32 GB RAM)

e Dauer des Workflows: 16,0 Minuten

» Durchschnittliche CPU-Auslastung: 50 %
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Testergebnisse

»  Durchschnittliche Speicherauslastung: 8,4 GB

Replacing Main

—— Network —— Memory mm== CPU === Disk

z
3
3|
3

Percentage
Network Mbps

Time

2. Mit GPU
* ArcGIS Pro 3.1 — Amazon EC2 GADNXL-Instanz (2 CPUs/4vCPUs, 16 GB RAM, 16 GB GPU)

« Dauer des Workflows: 12,8 Minuten — reduziert um 3,2 Minuten (20 %)
*  Durchschnittliche CPU-Auslastung: 28 % — reduziert um 44 %

*  Durchschnittliche Speicherauslastung: 7,1 GB — reduziert um 15 %

Extending Main

—— Network ——— Memory mm== CPU m=== Disk

Add transition

Create 2" plastic PE2406

Percentage
Network Mbps

Schrittzeiten fiir GPU-Workflows

Wahrend das System unter Last war, wurden die durchgefiihrten Workflow-Zeiten fiir wichtige
Workflow-Schritte erfasst. Dies stellt die durchschnittliche Zeit dar, die benétigt wurde, um einen
bestimmten Schritt flr die Instanzen mit und ohne GPU abzuschlieBen. Die meisten Schritte sind mit

einem GPU-fahigen Rechner deutlich schneller.
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Testergebnisse

Relative Execution Time of Key Workflow Steps
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Uber diese wichtigen Schritte hinaus zeigen die Ergebnisse aller Workflows, dass eine GPU-fihige

Instanz 20 % schneller ist und eine bessere User Experience bietet, sodass die Rendite verbessert wird.

Schlussfolgerungen fiir die Auswirkungen der GPU-Konfiguration

Bei der R5XL-Instanz (keine GPU) traten mehr Ereignisse und gréBere Spitzen mit 100 % CPU-
Auslastung auf. In der GPU-fahigen Instanz (G4DNXL) hat die GPU einen Teil der Verarbeitung
Ubernommen und die Arbeit von der CPU ausgelagert. Die Workflow-Dauer war kiirzer, da der
Benutzer nicht auf die CPU warten musste. Darliber hinaus zeigten die Tests eine Verringerung der
Speicherauslastung bei der G4ADNXL-Instanz im Vergleich zur R5XL-Instanz. Dies kann daran liegen,
dass das Betriebssystem im Rahmen der GPU-Emulationsverarbeitung zusatzlichen Arbeitsspeicher

verwenden musste.

Create Service

—— Network —— Memory == CPU m=== Disk —— GPU

Post
efau
S

to default

Percentage
reate compan;
] Createplasticcurb valve
Change version
t
Network Mbps

Das obige Diagramm zeigt, dass die GPU (rote Linie) einen Teil der Last verarbeitet, im Vergleich zur
CPU-Auslastung (orangefarbener Bereich). Die GPU war ausgelastet und hat manchmal die CPU-
Auslastung Uberschritten, vermutlich beim Rendern der Karte. Dadurch wurde die Last der CPU
reduziert, die User Experience wurde verbessert, und die Workflow-Zeiten wurden verkirzt, da sie bei

allen in diesem Test durchgefiihrten Workflows 19 % schneller war.
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Testergebnisse

Auswirkungen der CPU-Konfiguration auf die Desktop-Bearbeitungs-
Workflows

Die folgenden Client-Konfigurationen wurden verwendet, um die Auswirkungen der Erh6hung der
Desktops von 2 CPU/4 vCPU auf 4 CPU/8 vCPU auf die Performance und die User Experience der
Bearbeitungs-Workflows in ArcGIS Pro 2.9.5 zu vergleichen.

* Eine Amazon EC2 G4DN.XL-Instanz (2 CPUs/4 vCPUs)

e Eine Amazon EC2 G4DN.2XL-Instanz (4 CPUs/8 vCPUs)

Erstellen eines Service

In diesem Workflow wurde dem Netz ein Kundenendpunkt flir die Gasversorgung hinzugefugt.
1. 4 vCPUs
e ArcGIS Pro 2.9.5 — Amazon EC2 G4DN.XL-Instanz (4 vCPUs, 16 GB RAM, 16 GB GPU)
«  Durchschnittliche Dauer des Workflows: 8,2 Minuten
»  Durchschnittliche CPU-Auslastung: 41 %

*  Durchschnittliche Speicherauslastung: 6,7 GB

Create Service

—— Network —— Memory === CPU m=== Disk —— GPU

|
pany Plastic PE2406

ntage

Time

2. 8vCPUs
e ArcGIS Pro 2.9.5 — Amazon EC2 G4DN.2XL-Instanz (8 vCPUs, 16 GB RAM, 16 GB GPU)

e Durchschnittliche Dauer des Workflows: 7,8 Minuten — reduziert um 0,4 Minuten (4 %)

»  Durchschnittliche CPU-Auslastung: 16 % — reduziert um 61 %
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Testergebnisse

» Durchschnittliche Speicherauslastung: 6,6 GB — reduziert um 1,5 %

Create Service

—— Network —— Memory === CPU mw== Disk —— GPU
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Entfernen eines Service
In diesem Workflow wurde die Gasversorgungsleitung eines Kunden aus dem Netz entfernt.

1. 4 vCPUs
e ArcGIS Pro 2.9.5 — Amazon EC2 GADNXL-Instanz (4 vCPUs, 16 GB RAM, GPU-16 GB)
»  Durchschnittliche Dauer des Workflows: 8,7 Minuten

» Durchschnittliche CPU-Auslastung: 48,3 %

« Durchschnittliche Speicherauslastung: 6,7 GB

Remove Service
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2. 8vCPUs
e ArcGIS Pro 2.9.5 — Amazon EC2 G4DN.2XL-Instanz (8 vCPUs, 16 GB RAM, 16 GB GPU)

*  Durchschnittliche Dauer des Workflows: 7,9 Minuten — reduziert um 0,8 Minuten (9 %)

»  Durchschnittliche CPU-Auslastung: 18,6 % — reduziert um 60 %
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Testergebnisse

» Durchschnittliche Speicherauslastung: 6,6 GB — reduziert um 1,5 %

Remove Service

—— Network —— Memory === CPU m=== Disk —— GPU

Open Project
Change version to default

Edit attributes of plastic curb valve

=

Percentage
Network Mbps

Time

Schrittzeiten fiir CPU-Workflows

Wahrend das System unter Last war, wurden die durchgefiihrten Workflow-Zeiten fiir wichtige
Workflow-Schritte erfasst. Sie stellen die durchschnittliche Zeit dar, die fir beide Instanzgréfen zum

AbschlieBen eines bestimmten Schritts benétigt wurde.

Relative Execution Time of Key Workflow Steps
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Schlussfolgerungen fiir die CPU-Konfiguration

Neben den wichtigsten Schritten haben wir uns die Gesamtzeit fur alle Schritte in den vier getesteten
Workflows angesehen. Wir haben festgestellt, dass bei einer Erhdhung der InstanzgréBe von 2 CPUs/
4 vCPUs auf 4 CPUs/8 vCPUs die Gesamtzeit um 10 % kirzer war. Eine Erklarung fur dieses Ergebnis
ist die CPU-Auslastung, die in der folgenden Grafik dargestellt ist. Durch die Verdoppelung der CPU
kann ArcGIS Pro die Verarbeitung weiter parallelisieren und die Gesamtverarbeitungseffizienz
verbessern, wodurch die durchschnittliche Auslastung fir alle Workflows um durchschnittlich 63 %

reduziert wurde.
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Testergebnisse

Relative Execution Time of Key Workflow Steps

Open Project Locate Create and change version  Add new features  Validate Topology (version) Reconcile Post Edits Change version to default Validate Topology (default)

WAVCPU ®8VCPU
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Schlussfolgerungen und wichtigste Erkenntnisse

Mit dieser Teststudie sollen keine bestimmten InstanzgroBen oder -typen empfohlen werden.
Vielmehr zeigt sie, dass ein System durch die Anpassung von Hardwareressourcen und die
Beobachtung der Ergebnisse so abgestimmt werden kann, dass die Mitarbeiter mehr Arbeit erledigen
kénnen, und gleichzeitig die Erfahrung verbessert und die Rendite erhéht wird. Das Hinzufligen
weiterer Hardwareressourcen, ohne die Auswirkungen zu verstehen, fihrt jedoch méglicherweise

nicht zu den erwarteten Ergebnissen.

Daher sollte jede Organisation eigene Tests durchfiihren, um die richtige Hardware zu evaluieren, die
Kosten und Leistung effektiv in Einklang bringt. Dazu gehort z. B., zu bestimmen, wie viel GPU zur
Unterstlitzung der Workflows bendétigt wird. Die Anforderungen an die Infrastruktur andern sich
regelmaBig, und es sollten routinemaBige Tests durchgefiihrt werden, um die

Infrastrukturinvestitionen zu optimieren.

Richtig ausgestattete Desktop-Clients sind unerlasslich, um eine positive Benutzererfahrung zu
bieten, die Bearbeitungseffizienz zu steigern und die Gesamtrendite Ihrer Infrastruktur zu steigern.
Treffen Sie daher Hardwareentscheidungen, die ein Gleichgewicht zwischen der Minderung der
Infrastrukturkosten (die Kosten fiir zuverlassigere Instanzen) und der Betriebskosten (die Kosten fur
die Zeit der Mitarbeiter, flr Betriebsunterbrechungen und Opportunitatskosten) herstellen. ArcGIS
Pro-Desktops sollten GPU-fahig sein und Uber eine ausreichende CPU fir die Workload verfligen.
Weitere Informationen zur ArcGIS Pro-Virtualisierung und zur Auswahl der GPU-Hardware finden Sie

im ArcGIS Architecture Center.

Wichtigste Erkenntnisse

e Unzureichende Ressourcen fir ArcGIS Pro-Desktop-Instanzen wirken sich negativ auf die
Endbenutzererfahrung aus und verlangern die Ausfiihrungszeiten flr Bearbeitungs-Workflows

auf Desktops.

» Eine hohe CPU-Auslastung ist ein Faktor, der zu einer schlechten Benutzererfahrung und

langeren Workflow-Zeiten beitragt.

«  Durch die Erhdhung der Anzahl der CPUs von 2 auf 4 (oder von 4 auf 8 vCPUs) wurde die

Ausfuihrungszeit des Bearbeitungs-Workflows um 10 % verkdirzt.


https://architecture.arcgis.com/de/framework/architecture-practices/architectural-foundations/deployment-concepts/vdi-and-arcgis-pro.html#gpu-hardware-selection

Schlussfolgerungen und wichtigste Erkenntnisse

e GPU-fahige Instanzen haben die Ausfiihrungszeit des Bearbeitungs-Workflows um 19 %

verkirzt.
e GPU-fahige Instanzen haben die Speicherauslastung um etwa 15 % verringert.

« Tests haben gezeigt, dass das Hinzufligen einer dedizierten GPU und die Optimierung der vCPU
fur virtuelle ArcGIS Pro-Computer die Produktivitat der Endbenutzer erheblich verbessert und
zu einer Nettokostensenkung gefiihrt hat, wenn die Betriebskosten (Arbeitskosten)

beriicksichtigt werden.
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